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Why 
Conversational 
Information 
Seeking?

Recent advances in automatic speech 
recognition

Popularity of devices with limited 
bandwidth interfaces

Recent advances in neural models

Information access is an important 
service.
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What is conversational search?
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Is This Conversational Search?
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Is This Conversational Search?
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Conversations can be complex!
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Definitions

Conversation is interactive communication for 
exchanging information between two or more 
participants (i.e., humans or machines) that 
involves a sequence of interactions. While natural 
language is considered as prerequisite for 
conversational interactions, conversations can also 
exhibit other types of interaction with different 
characteristics and modalities (e.g., click, touch, 
and gestures).

Zamani, Trippas, Dalton, Radlinski. “Conversational Information Seeking”, 2022.
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Definitions

Information seeking conversation is a conversation
in which the goal of information exchange is 
satisfying the information needs of one or more 
participants.

A Conversational Information Seeking (CIS) system 
is a system that satisfies the information needs of 
one or more users by engaging in information 
seeking conversations. CIS responses are expected 
to be concise, fluent, stateful, mixed-initiative, 
context-aware, and personalized.
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Zamani, Trippas, Dalton, Radlinski. “Conversational Information Seeking”, 2022.



Conversational Search has 
roots in early IR research!
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“Question Negotiation and Information 
Seeking in Libraries”, Robert Taylor, 1968.

Five general types of information necessary to get the desired state:
• Determination of subject
• Objective and motivation
• Personal characteristics of the inquirer
• Relationship of inquiry description to file organization
• Anticipated or acceptable answers
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Intermediary-based Online IR

“Estimating the satisfaction of information users”, R. Tagliacozzo, 1977.

Nature of interaction between user and intermediary, in both cognitive 
and affective senses, is a key factor in search satisfaction.
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User-Intermediary
Interactions

“Using Discourse Analysis for the Design of Information 
Retrieval Interaction Mechanisms”, Brooks and Belkin, 1983 13



User-Intermediary
Interactions

“Using Discourse Analysis for the Design of Information 
Retrieval Interaction Mechanisms”, Brooks and Belkin, 1983 14



The THOMAS System

“Information Retrieval through Man-Machine Dialogue”, Oddy, 1977.
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The THOMAS System

“Information Retrieval through Man-Machine Dialogue”, Oddy, 1977.
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The I3R System

“I3R: A New Approach to the Design of Document Retrieval Systems”, Croft and Thompson, 1986.
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“I3R: A New Approach to the Design of Document Retrieval Systems”, Croft and Thompson, 1986.
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“I3R: A New Approach to the Design of Document Retrieval Systems”, Croft and Thompson, 1986.
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More Recently

• TREC CAsT: TREC Conversational Assistance Track
• CoQA: Conversational Question Answering

• QuAC: Question Answering in Context
• ShARC: Shaping Answers with Rules through Conversation
• ConvQuestions: Conversational Question Answering over Knowledge Graphs 

• …
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Mixed-Initiative Interactions in Human 
Conversation

“Mixed-Initiative Interaction”, Allen, Guinn, and Horvitz, 1999.
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Clarification

• Confirming or clarifying the communication
• For example, to reduce ASR error.

• Correcting user mistakes
• Did you mean …?

• Intent clarification
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Search Clarification
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Clarifying Question?

• Query: acts 17:16

To generate a clarifying question, we need to identify different 
aspects of the query.
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Query Reformulation Data

• shoes → running shoes
• shoes → shoes basketball
• shoes → formal shoes
• shoes → shoes nike
• shoes → shoes adidas
• shoes → shoes for women
• shoes → shoes for kids
• shoes → shoes sale
• shoes → shoes online
• shoes → shoes near me
• …
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Taxonomy of Search Clarification

• Disambiguation
• Preference

• Personal information (“for whom”)
• Spatial information (“where”)
• Temporal information (“when”)
• Purpose (“for what purpose”)

• Topic
• Sub-topic information
• Event and news

• Comparison

Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20. 29



Question Templates

• What do you want to know about QUERY?
• What do you want to know about this QUERY_ENTITY_TYPE?
• What ASPECT_ENTITY_TYPE are you looking for?
• Whom are you looking for?
• …
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LSTM LSTM LSTM LSTM

LSTM LSTM LSTM LSTM

𝑖𝑖1 𝑖𝑖2 𝑖𝑖3 𝑖𝑖𝑛𝑛

…

…

LSTM LSTM LSTM LSTM

<start>

…

𝑤𝑤1 𝑤𝑤2 𝑤𝑤3 <end>

…

…

Single Aspect 
Encoder

Single Aspect 
Encoder

Single Aspect 
Encoder

𝑞𝑞#𝑞𝑞1′#et(𝑞𝑞1′ ) 𝑞𝑞#𝑞𝑞2′#et(𝑞𝑞2′ ) 𝑞𝑞#𝑞𝑞𝑘𝑘′ #et(𝑞𝑞𝑘𝑘′ )

…

…

Query Aspects Encoder

Query 
Encoder

𝑞𝑞 # et(𝑞𝑞)

Decoder (Question Generator)

clarifying question Decoder

Sequence Encoder

encoder 
outputs

Question Generation Component

Question Generation
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Query Clarification Maximization Model

Query Aspect 
Generation

Question Generation

Candidate Answers 
Generation

Clarification U
tility

(Rew
ard function)

query

Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20. 32



Query Aspect Generation

• To generate a good clarification question, we must first 
identify different aspects of the query.

• We mine Bing query logs to find all possible 
reformulations with the form of 𝑋𝑋 → 𝑋𝑋𝑋𝑋 or 𝑋𝑋 → 𝑌𝑌𝑌𝑌.

• “shoes” → “running shoes”
• “running shoes” → “running shoes for women”

• Input: 𝑋𝑋
• Output: all possible 𝑌𝑌s with some pre-processing (e.g., 

initial stopword removal, etc.)

Query Aspect 
Generation

Question 
Generation

Candidate Answers 
Generation Clarification U

tility
(Rew

ard function)

query
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Clarification Utility

𝑝𝑝 c = 1 𝑞𝑞, 𝑞𝑞∗,𝐴𝐴)
= �

𝑖𝑖∈𝐼𝐼𝑞𝑞

𝑝𝑝 𝑐𝑐 = 1 𝑖𝑖, 𝑞𝑞, 𝑞𝑞∗,𝐴𝐴) 𝑝𝑝(𝑖𝑖|𝑞𝑞, 𝑞𝑞∗,𝐴𝐴)

• 𝐼𝐼𝑞𝑞 is the set of all intents for the query 𝑞𝑞.
• 𝐼𝐼𝑞𝑞 is generally unknown, but can be estimated using query 

reformulation data.

Query Aspect 
Generation

Question 
Generation

Candidate Answers 
Generation Clarification U

tility
(Rew

ard function)

query

Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20. 34



Candidate Answer Generation

arg max
𝐴𝐴

𝑝𝑝 c = 1 𝑞𝑞, 𝑞𝑞∗,𝐴𝐴)

• NP-hard
• The good news is the objective is a monotone, sub-modular function

• There is a nice approximation guarantee for a greedy algorithm that generates answers one 
by one.

• Theorem (Fisher, Nemhauser, Wolsey, 1978): if 𝑓𝑓 is monotone, sub-modular, and 𝑓𝑓 ∅ = 0
then the greedy algorithm return a solution that achieves:

𝑓𝑓 𝑆𝑆 > 1 −
1
𝑒𝑒

𝑂𝑂𝑂𝑂𝑂𝑂

Query Aspect 
Generation

Question 
Generation

Candidate Answers 
Generation Clarification U

tility
(Rew

ard function)

query
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Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20.



Training

• Training is based on REINFORCE:

𝐿𝐿 = − 𝑟𝑟 𝑞𝑞∗ − 𝑟𝑟 𝑞𝑞𝑀𝑀𝑀𝑀∗ �
𝑡𝑡=1

𝑇𝑇

log 𝑝𝑝 𝑞𝑞𝑡𝑡 𝑞𝑞1 … 𝑞𝑞𝑡𝑡−1

• 𝑞𝑞∗ is obtained by sampling from the output distribution of the 
model.

• 𝑞𝑞𝑀𝑀𝑀𝑀∗ is the output of pre-trained model.
• 𝑟𝑟(⋅) is the reward function, based on clarification utility.
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Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20.



User Interactions with 
Search Clarification
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Quotes from User Interviews

• “convenient and easy”
• “it saves time and steps”
• “it sometimes cues the user to things they may not have considered”
• “helped them find more relevant results”

Opinion on non-relevant and low-quality clarifications:
• “It’s like when I look at iPhones, and eBay says ’since you looked at iPhones 

you may be interested in these hair curlers!’ And I’m like, well that’s weird, 
whatever”

• The quality of result page after using clarification is important.

39
Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20.



Key Findings from User Interviews

• Functional benefit:
• “questions help guide users in the right direction”

• Emotional benefit:
• it brings to users a sense of confidence that the search engine understands 

what the user wants.
• it gives the users a sense of security and coming to the right conclusion.
• The users pointed out that sometimes, especially when it comes to product 

search, they feel less stress when the search engine asks questions on 
different features of the product. 

40
Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20.



A/B Test

+48% more user engagement

41
Zamani, Dumais, Craswell, Bennett, Lueck. “Generating Clarifying 
Questions for Information Retrieval”. In WWW ‘20.



Zamani, Mitra, Chen, Lueck, Mitra, Bennett, Craswell, Dumais. “Analyzing and 
Learning from User Interactions for Search Clarification”. In SIGIR ‘20.43



Clarification is 
also useful for 

exploratory 
search!

Over 7% of interactions with the clarification pane 
lead to exploration!
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Free-Form 
Clarification Responses
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Question 
Bank
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Aliannejadi, Zamani, Crestani, Croft. “Asking Clarifying Questions in 
Open-Domain Information Seeking Conversations”. In SIGIR ‘19.53



MIMICS

query

clarifying question
candidate answers 

impression level
(low, medium, high)

engagement level
[0, 10]

option CCTR

Zamani, Lueck, Chen, Quispe, Luu, Craswell. “MIMICS: A Large-Scale 
Data Collection for Search Clarification”. In CIKM ‘20. 54



Data Statistics

Zamani, Lueck, Chen, Quispe, Luu, Craswell. “MIMICS: A Large-Scale 
Data Collection for Search Clarification”. In CIKM ‘20. 55



Qulac vs. MIMICS

Qulac [SIGIR 2019] MIMICS [CIKM 2020]

# queries 198 >450,000

Document type webpages webpages

Clarifying questions Generated through crowdsourcing Generated using a machine 
learning model

User responses to clarification Generated through crowdsourcing Real user interaction signals

56

MIMICS-Duo [Tavakoli et al., SIGIR 2022] enables both offline and online 
evaluation for search clarification.



Bridging the Gap between 
IR and RecSys
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Joint Modeling of Search and 
Recommendation

Zamani and Croft. “Joint Modeling and Optimization of 
Search and Recommendation”. In DESIRES ‘18.58



user 
embedding 
lookup

item 
embedding 
lookup

multiply dense 
network

User-item interaction 
objective

softmax

query 
generation

Item reconstruction 
objective

.

estimated unigram distribution

relevance-based 
word embedding

(pre-trained)
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Zamani and Croft. “Learning a Joint Search and Recommendation 
Model from User-Item Interactions”. In WSDM ‘20. 62



Applications of JSR

• Improving both search and recommendation performance
• Interpretable, transparent, and explainable recommendation
• User profiling
• Universal representation across domain and modality
• Conversational recommendation

63



Modeling and Measuring 
Conversational Search

With a focus on mixed-initiative interactions
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Aliannejadi, Azzopardi, Zamani, Kanoulas, Thomas, and Craswell. 
“Analyzing Mixed Initiatives and Search Strategies during Conversational 
Search”. CIKM ‘21. 65



Aliannejadi, Azzopardi, Zamani, Kanoulas, Thomas, and Craswell. 
“Analyzing Mixed Initiatives and Search Strategies during Conversational 
Search”. CIKM ‘21. 66



Feedback first Feedback after
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Examples of Feedback

Query clarification Query suggestion
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Cost and Benefit (Gain) of a Conversation

𝐺𝐺(𝑡𝑡1, 𝑡𝑡2,⋯ , 𝑡𝑡𝑇𝑇) = �
𝑖𝑖=1

𝑇𝑇

𝑔𝑔(𝑡𝑡𝑖𝑖)

𝐶𝐶(𝑡𝑡1, 𝑡𝑡2,⋯ , 𝑡𝑡𝑇𝑇) = �
𝑖𝑖=1

𝑇𝑇

𝑐𝑐(𝑡𝑡𝑖𝑖)

𝑅𝑅 =
𝐺𝐺(𝑡𝑡1, 𝑡𝑡2,⋯ , 𝑡𝑡𝑇𝑇)
𝐶𝐶(𝑡𝑡1, 𝑡𝑡2,⋯ , 𝑡𝑡𝑇𝑇)

Aliannejadi, Azzopardi, Zamani, Kanoulas, Thomas, and Craswell. 
“Analyzing Mixed Initiatives and Search Strategies during Conversational 
Search”. CIKM ‘21.

We can assume that the user only 
accumulates gain on an assessment of a 

relevant document.

We can consider time as a good estimator of 
each interaction cost.

69



Estimating the Cost

• Crowdsourcing using the complex TREC Web Track topics.
• Once the user submits a query, the system responds with a result 

snippet or document for up to five documents (one by one). Then the 
user can either

• Reformulate the query, or
• Answer clarifying questions, or
• Select a query suggestion, or
• “Not interested”

• 81 crowdworkers, 144 queries, 1280 snippets, and 268 feedback 
responses

Aliannejadi, Azzopardi, Zamani, Kanoulas, Thomas, and Craswell. 
“Analyzing Mixed Initiatives and Search Strategies during Conversational 
Search”. CIKM ‘21. 70



Estimating the Cost

• The average time taken 
• to issue a query: 29.3 s
• to assess a result snippet: 6.3 s
• to assess a result web page: 17 s
• to provide feedback: 8.3 s
• …

• They can be used to estimate the cost of each interaction.
• We can then conduct some simulated analysis to explore gain ratio for 

each conversational strategy.

Aliannejadi, Azzopardi, Zamani, Kanoulas, Thomas, and Craswell. 
“Analyzing Mixed Initiatives and Search Strategies during Conversational 
Search”. CIKM ‘21. 71



The strategies

FA-QC combination is inferior.
FF-QS leads to a small increase 
over the baseline but is not 
superior.
No dominant strategy, depends 
on #assessments.
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Best strategies

Searcher is only willing to 
examine a few items: FA-QS
Searcher is willing to go deeper: 
FF-QC

Aliannejadi, Azzopardi, Zamani, Kanoulas, Thomas, and Craswell. 
“Analyzing Mixed Initiatives and Search Strategies during Conversational 
Search”. CIKM ‘21. 73



Agent-Initiative Interactions
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Three Major Dimensions in 
Agent-Initiative Interactions
• Initiation Moment (when to initiate a conversation?)

• Instant initiation
• Opportune moment initiation

• Initiation purpose (why to initiate a conversation?)
• Filtering streaming information based on user profile
• Recommendation
• Following up a past conversation
• Contributing to a multi-party human conversation
• Feedback request

• Initiation means (how to initiate a conversation?)
• Device
• Interaction Modality

Wudhwa and Zamani. “Towards System-Initiative Conversational 
Information Seeking”. DESIRES ‘21. 75



Wudhwa and Zamani. “Towards System-Initiative Conversational 
Information Seeking”. DESIRES ‘21. 76



Initiation Purposes: Contributing to a multi-
party human conversation

• Example:
• Monitoring factual accuracy of human conversations.
• Introducing opposing views on the topic being discussed.

Wudhwa and Zamani. “Towards System-Initiative Conversational 
Information Seeking”. DESIRES ‘21. 78



Initiation Purposes: Following up a Past User-
System Conversation
• Based on new information or new deployment of models

• Example:
• CIS systems are not by any means perfect and they make mistakes in 

responding to user's requests. Based on new information or new models 
deployed in the system, a CIS system may initiate a conversation at an 
opportune moment to accept and correct its mistakes that was made in the 
past.

Wudhwa and Zamani. “Towards System-Initiative Conversational 
Information Seeking”. DESIRES ‘21. 79



Open Problems and Future Directions

• Evaluating mixed-initiative conversational search systems
• Studying other types of mixed-initiative interactions
• Search result list explanation
• Integrating chit-chat into conversational search and recommendation
• Generating clarifying questions with no access to query logs
• Preference elicitation
• Joint conversational search and recommendation
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Thank you!
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Macaw
https://github.com/microsoft/macaw

Zamani and Craswell. “Macaw: An Extensible Conversational 
Information Seeking Platform”. In SIGIR ‘20. 84
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Document 
Collection

Result
Generation

Action 1 & 2: Search and QA
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Other Actions

• Action 4: Clarification
• Action 5: Recommendation
• Action 6: …
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